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We need news
"The basis of our government being the opinion of the people, the very first 
object should be to keep that right; and were it left to me to decide whether we 
should have a government without newspapers, or 
newspapers without a government, I should not 
hesitate a moment to prefer the latter."

Thomas Jefferson,16 January 1787





Problems

• Lots of content 24/7

• Too much to process

• Editorialized variations



Existing solutions
• Read everything

• You pick a few “trusted” sources

• Google News et al

• wikipedia

• why can’t we aggregate news like logs/
stocks/bank balances etc?



A framework to extract 
facts news etc..

• Acquiring News

• Analyzing Text

• Database

• Reporting

• Lessons and Future Research



Structured Data
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Data Structure for 
News

• Acquire Content

• Sentences

• Link Grammar

• Article Histogram



RSS

• Created for humans

• Advertisements

• Navigational elements

• Images



<title>U.S. Nuclear Industry Faces New Uncertainty</title> 
<description>A fragile bipartisan consensus on nuclear 
power&#x2019;s promise for the United States may have 
dissolved.&lt;br clear=&quot;both&quot; style=&quot;clear: 
both;&quot;/&gt;&lt;br clear=&quot;both&quot; style=&quot;clear: 
both;&quot;/&gt;&lt;a href=&quot;http://ads.pheedo.com/
click.phdo?s=0159e1d628b59e2ae52f62785ae17898&amp;p=1&quot; 
&gt;&lt;img alt=&quot;&quot; style=&quot;border: 0;&quot; 
border=&quot;0&quot; src=&quot;http://ads.pheedo.com/img.phdo?
s=0159e1d628b59e2ae52f698 &amp;p=1&quot;/&gt;&lt;/a&gt; </
description>

Raw RSS



HTML Client



Unescape HTML

A fragile bipartisan consensus on nuclear power’s promise for 
the United States may have dissolved.<br clear="both" 
style="clear: both;"/><br clear="both" style="clear: both;"/><a 
href="http://ads.pheedo.com/click.phdo?
s=0159e1d628b59e2ae52f62785ae17898&p=1" ><img alt="" 
style="border: 0;" border="0" src="http://ads.pheedo.com/
img.phdo?s=0159e1d628b598 &p=1"/></a>



Artifact Removal
“A fragile bipartisan consensus on nuclear powerʼs 
promise for the United States may have dissolved. ”

<title>U.S. Nuclear Industry Faces New Uncertainty</title> 
<description>A fragile bipartisan consensus on nuclear 
power&#x2019;s promise for the United States may have 
dissolved.&lt;br clear=&quot;both&quot; style=&quot;clear: 
both;&quot;/&gt;&lt;br clear=&quot;both&quot; style=&quot;clear: 
both;&quot;/&gt;&lt;a href=&quot;http://ads.pheedo.com/
click.phdo?s=0159e1d628b59e2ae52f62785ae17898&amp;p=1&quot; 
&gt;&lt;img alt=&quot;&quot; style=&quot;border: 0;&quot; 
border=&quot;0&quot; src=&quot;http://ads.pheedo.com/img.phdo?
s=0159e1d628b59e2ae52f698 &amp;p=1&quot;/&gt;&lt;/a&gt; </
description>



Systematize



Processing Articles

• Ingest text (article)

• Do something complex (parse)

• Emit something we can aggregate



Link Grammar

• Sentences are graphs

• Each word is a node

• Words have a set of in/out edge types

•w1(out) == w2(in)

• Dictionary for words and edge types



Example Dictionary
CHAPTER 3. ANALYZING TEXT

Word Inbound Outbound
loudly Adverb
phone Adjective, Determiner, Noun Modifier Verb
rang Verb Adverb
yellow Noun Adjective
the Determiner

Figure 3.3: A sample link grammar dictionary

“phone” has “Determiner” in the set of legal inbound edges

“the” has only one possible edge: an outbound connection of type

“Determiner”

we can therefore link “the” with “phone”, with “the” before “phone”,

via a “Determiner” edge

note that it would be illegal for us to link “the” to any other word

in our dictionary defined above since none of them accept an inbound

“Determiner” edge, except “phone”

Let’s consider the following sentence: “The phone rang.” We can repre-

sent this graphically, as seen in Figure 3.4. As evident, there are two edges

that string the three words together, and sentence is conformant with the

Link Grammar described in Figure 3.3.

As a contrast, consider the malformed sentence: “The rang.” as shown in

Figure 3.5. “The”’s sole outbound edge is not a match for any of the possible

inbound edges that “rang” can legally accept. As such, “The rang” can not

be a legal sentence on its own.
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Legal Sentence
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Illegal Sentence
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Intelligent Edges
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Word contextualization

CHAPTER 3. ANALYZING TEXT

Figure 3.6: Links in “The Acme phone rang.”

3.1.2 Real World Cases

Link Grammar ships with a broad dictionary of words and edge types
4
. Edge

types are typically one or two upper case alphabets. In some case, the edge

is contextualized with a lower case suffix that qualifies the edge further.

LEFT-WALL a [yellow] A59X51 phone.n rang.v-d loudly .

Xp
Wd

Ds
AN Ss MVa

Figure 3.7: Linkages for “A yellow A59X51 phone rang loudly.”

In order to understand how thorough Link Grammar is, and how effective

the parser and dictionaries are, we will examine Figure 3.7. The sentence fed

to the parser is “A yellow A59X51 phone rang loudly”. We chose “A59X51”

as a random word that we would not find in the supplied dictionary.

Notice that the parser adds a left wall to the sentence structure. This left

wall is an explicit marker that indicates the starting point of a sentence. “X

is used to connect punctuation symbols to words”, with Xp connecting to a

4The base English dictionary (including edge types) is about two megabytes

19



foreach sentence

• Link parser

• Extract words of interest

• Stem words



Stemming

CHAPTER 3. ANALYZING TEXT

From a string comparison standpoint, none of the above words are iden-

tical. Yet, their base, or root word all trace back to “dismiss”. The context,

whether used as an active verb, a verb in the past or future tense, or others

have no bearing on what the core of each word conveys. To reduce all these

variants down to their base form, we can employ a stemming algorithm.

Stemming is a mechanism that allows us to analyze a word and either

strip, or re-suffix its latter part such that it is “stemmed” down to a base

form. In some cases, the base form may not be an actual word, but this is

acceptable as long as the word reduction is deterministic and accurate. A

common, opensource stemming algorithm is the Porter Stemming[10] tech-

nique. This is widely documented, with implementations in numerous lan-

guages. Running the algorithm over the variations of “dismiss”, we get the

following output:

Original Word Stemmed Word
dismiss dismiss
dismissed dismiss
dismissal dismiss
dismisses dismiss
dismissing dismiss

Figure 3.10: Variations of the word “dismis” with their stemmed equivalents

As evident, the stemming algorithm allows us to reduce all the variations

of a word down to a common base form. Typically, a stemmer will look

for and remove sequences of alphabets that suffix a word. Sometimes a

stemmer will replace a sequence with a shorter one (eg: economies may

25



Porter Stemming
   # Step 1c
   if ($w =~ /y$/) { $stem = $`; if ($stem =~ /$_v/o) { $w = $stem."i"; } }

   # Step 2
   if ($w =~ /(ational|tional|enci|anci|izer|bli|alli|entli|eli|ousli|ization

|ation|ator|alism|iveness|fulness|ousness|aliti|iviti|biliti|logi)$/)
   { $stem = $`; $suffix = $1;
     if ($stem =~ /$mgr0/o) { $w = $stem . $step2list{$suffix}; }
   }

   # Step 3
   if ($w =~ /(icate|ative|alize|iciti|ical|ful|ness)$/)
   { $stem = $`; $suffix = $1;
     if ($stem =~ /$mgr0/o) { $w = $stem . $step3list{$suffix}; }
   }



Example Article

CHAPTER 3. ANALYZING TEXT

Each tuple’s first element is the word or phrase as seen in the parsed

sentence. The second element in the tuple is the parsed value with Link

Parser context suffixed to the word. For WordNet parsed sentences, the

latter part is null and meaningless. This data structure harvests words and

phrases of interest while eliminating sections of grammar that may not be

useful. This mechanism is configurable, such that more grammatical linkages

can be pulled in, or fewer. In the above example, the focus is on noun and

verb contexts.

3.2.2 Aggregating Sentences

To be able to create a data structure that adequately represents an article,

we must first acquire sentence level data structures. The sentences need to be

further aggregated together to create an article. Let’s consider the sentences

in Figure 3.8 as illustrative of an article.

The negotiations on weapon management are failing. This is

concerning, as failure to keep the parties at the negotiating table

will result in illicit weapons on the black market.

Figure 3.8: Original article to be analyzed

As evident, the general theme being discussed centers around a set of

negotiations regarding weapons and the potential consequences of a failure

in the negotiations. It is imperative that our data structure represent this.

Examining each sentence individually, we get the sets of tuples per sentence

shown in Figure 3.9.

23



Link Parse and ExtractCHAPTER 3. ANALYZING TEXT

The negotiations on weapon management are failing:

[negotiations:negotiations.n, weapon:weapon.n,
management:management.n-u, failing:failing.g]

This is concerning, as failure to keep the parties at the negotiating

table will result in illicit weapons on the black market:

[concerning:concerning.g, failure:failure.n,
parties:parties.n, negotiating:negotiating.g,
table:table.n, illicit:illicit.a, weapons:weapons.n,
black:black.a]

Figure 3.9: Tuples per sentence

We’ve picked out the words “negotiations” and “negotiating”. Similarly,

we’ve also extracted “weapon” and “weapons”. While we know that these

mean the same thing, we have to normalize these words to some common

form so that we can create a data structure that conveys that negotiations

and weapons are thematic in the two sentences. To do this, we turn to a

concept called Stemming.

3.2.3 Stemming

Aggregating frequencies of words isn’t equivalent to aggregating frequencies

of numbers. Words may inherently mean the same thing but be spelled

differently as a result of plural/singular or other differences. Consider the

following words that effectively convey the same theme but are spelled dif-

ferently according to their tense, or other context:

24



Stem and AggregateCHAPTER 3. ANALYZING TEXT

Word as seen in sentence Stemmed word

negotiations negoti

weapon weapon

management manag

failing fail

concerning concern

failure failur

parties parti

negotiating negoti

table tabl

illicit illicit

weapons weapon

black black

Figure 3.11: Stemmed words from a link-parsed article

stemmed word as a key to two values. First, we are interested in frequency

of occurrence within the article. Second, we are interested in the forms that

a word or term occurred within the sentence, which forms a list where we

have frequencies greater than one of a stemmed word. The end result for

our example article is show in tabular form in Figure 3.12, and rendered as

a pie chart in Figure 3.13. Figure 3.14 provides a view of an actual article as

redered in a pie-chart. This article histogram data structure forms the core

construct of how we decompose an article. It also makes for easy durability,

which is what we broach next.
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Article Histogram
The negotiations on weapon 
management are failing. This is 
concerning, as failure to keep the 
parties at the negotiating table will 
result in illicit weapons on the black 
market.

CHAPTER 3. ANALYZING TEXT

Stemmed Word Frequency Occurred in Article as
negoti 2 negotiating negotiations
weapon 2 weapon weapons
black 1 black
concern 1 concerning
fail 1 failing
failur 1 failure
illicit 1 illicit
manag 1 management
parti 1 parties
tabl 1 table

Figure 3.12: An article histogram

table

parties

management

illicit failure

fail

concern

black

weaponsnegotiating

Figure 3.13: Depicting Figure 3.12 via a Pie chart
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table

parties

management

illicit failure

fail
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weaponsnegotiating

Figure 3.13: Depicting Figure 3.12 via a Pie chart
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Article Histogram

• Timestamp

• Stemmed words and their frequencies

• Stemmed words and ‘‘normal’’ versions



Database



What’s prominent?
CHAPTER 4. A DATABASE TO SUPPORT ANALYSIS

select w.word_id, w.normal, sum(wh.frequency) as count
from words w, articles a, word_histogram wh
where w.ignore = 0 and
a.analyzed_on > 2011−03−01 and
a.analyzed_on < 2011−03−31 and
wh.article_id = a.article_id and
wh.word_id = w.word_id
group by wh.word_id order by count desc limit 10;

word id normal count
1156 Japan 1955
4625 Libya 1179
2117 nuclear 980
267 power 620
688 plant 602
4426 earthquake 509
103 forces 456
1204 Japanese 419
3883 reactor 412
686 protest 360

Figure 4.2: Query and resulting data for the top ten words/terms of March

4.2.3 Analysis by Outlet

A slight variation on the related term search allows us to partition the data

by articles from a specific source. Continuing from the analysis of “Japan” in

March, Figure 4.4 shows two output sets based on two different news outlets.

The words from The Wall Street Journal reflect a focus on words like “relief”,

“damaging”, and “humanitarian”, while the some of the differing words from

the Associated Press are “threat”, “system”, “agency”.
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Relationships

CHAPTER 4. A DATABASE TO SUPPORT ANALYSIS

select w.word_id, w.normal, sum(wh2.frequency) wcount
from words w, word_histogram wh, word_histogram wh2, articles a
where wh.word_id = 1156 and
wh.article_id = a.article_id
and wh2.article_id = wh.article_id
and w.word_id = wh2.word_id
and w.ignore = 0 and wh2.word_id != wh.word_id
and a.analyzed_on > 2011−03−01
and a.analyzed_on < 2011−03−31
group by w.word_id order by 3 desc limit 10;

word id normal count
2117 nuclear 753
688 plant 426
4426 earthquake 415
3883 reactor 335
267 power 266
1204 Japanese 257
905 radiation 232
455 crisis 181
463 disaster 181
70 safety 113

Figure 4.3: Related words for “Japan” in March 2011
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“Japan” mid-March



By Source

CHAPTER 4. A DATABASE TO SUPPORT ANALYSIS

select w.word_id, w.normal, sum(wh2.frequency) wcount
from words w, word_histogram wh, word_histogram wh2, articles a, sources s
where wh.word_id = 1156 and
wh.article_id = a.article_id
and wh2.article_id = wh.article_id
and w.word_id = wh2.word_id
and w.ignore = 0 and wh2.word_id != wh.word_id
and a.analyzed_on > 2011−03−01
and a.analyzed_on < 2011−03−31
and a.source_id = s.source_id
and s.source_id = ?
group by w.word_id order by 3 desc limit 10;

From “The Wall Street Journal”
word id normal count
2117 nuclear 110
688 plant 65
4426 earthquake 63
455 crisis 31
649 relief 28
3883 reactor 26
3328 damaging 25
6426 humanitarian 25
1204 Japanese 25
905 radiation 23

From “Associated Press”
word id normal count
2117 nuclear 20
455 crisis 12
4426 earthquake 12
905 radiation 11
688 plant 6
463 disaster 5
1320 amount 5
1675 agency 4
275 system 4
551 threat 4

Figure 4.4: Related words for “Japan” in March 2011, split by two different
sources.
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Takeaways

• Acquisition is getting harder (rss, paywalls)

• Sentence Fracturing is complex

• Scalability

• Schema: linkages, sources

• Synonyms



30 er.. 230 years later
"To your request of my opinion of the manner in which a 
newspaper should be conducted, so as to be most 
useful, I should answer, "by restraining it to true facts & 
sound principles only." Yet I fear such a paper would 
find few subscribers. It is a melancholy truth, that a suppression of 
the press could not more  completely deprive the nation of its benefits, than is 
done by its abandoned prostitution to falsehood. Nothing can now be 
believed which is seen in a newspaper."

Thomas Jefferson, 11 June 1807



Conclusion

• Aggregation IS possible

• Can be reused beyond news

• Extend stored content to measure bias
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